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ABSTRACT: Dielectric interfaces are important in organic
electronic devices, as they dominate charge generation and
recombination dynamics and set the tone for efficiency of the
device. In a charge separation scenario across the interface, we
calculate the binding energy of a charge carrier for variations in
dielectric mismatch (i.e., the ratio of the dielectric constant of
materials forming the interface), interface shape and size, and
dielectric anisotropy. We find that dielectric mismatch results
in binding of the charge carrier to the interface with energies
on the order of several kT. For the variation in interface shape
and size, epitomized by the device morphology, we show that
the assumption of a planar interface overestimates the attractive potential. The change in the interface curvature affects the
binding energy of the charge carrier by order of kT. Anisotropy is shown to affect critically the electric field along the principal
axis, while the binding energy of the charge is altered by more than 5 kT. We are able to give an upper limit on the change in the
binding energy for the variations in the above interfacial factors. These limits can serve as guidelines for optimization, interface
engineering, and design of high efficiency organic electronic devices.
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1. INTRODUCTION

Dielectric boundaries are ubiquitous in organic electronic
devices that make use of heterojunction architectures. Interfaces
between materials play a crucial role in the device performance,
as they are active sites for charge generation and recombina-
tion.1 For example, the interfaces present in organic and hybrid
solar cells, multilayer organic light emitting diodes (OLEDs),
and organic field effect transistors (OFETs). Although metal−
dielectric interfaces at electrode contacts have been extensively
studied and their effect on device performance explained by
means of image potentials,2,3 dielectric−dielectric interfaces in
the active layer of the device remain disregarded. Recently, a
few theoretical analyses have urged consideration of dielectric−
dielectric interfaces in the context of organic electronic
devices.4,5 However, apart from the widely recognized feature
of any dielectric interface, namely the dielectric mismatch (i.e.,
the ratio of the dielectric constant of materials), factors such as
shape and size of the interface, and the anisotropy of the
materials also govern the electrostatics near interfaces.
Electrostatic forces estimated by assuming the dielectric

interface at electrode contacts to be planar can represent
adequately the electrostatic effects near electrode contacts.
However, a similar approach applied to dielectric boundaries in
the active layer of a device would be an oversimplification.
Dielectric boundaries in the active layer of a device are typically
defined by the morphology and are complex in shape and size.
Figure 1 shows the arbitrary nature of the interfaces realized in
a dye sensitized solar cell (DSSC) after the sintering of TiO2

nanoparticles.6 Figure 2 shows various interface shapes and
sizes resulting from the use of different nanoparticle shapes in a
polymer/nanoparticle solar cell.7 Likewise, anisotropy in
materials forming the interface results in direction dependent
response to an electric field and therefore needs to be realized
in interfacial electrostatics. We show that these interfacial
factors viz. dielectric mismatch, interface shape and size, and
anisotropy contribute significantly to the interfacial electro-
statics and stress their importance by studying their
consequence in organic electronic devices.
According to the Maxwell−Wagner theory, charge accumu-

lation occurs at interfaces between materials where a
discontinuity in ε/σ occurs,8 where ε is the dielectric constant
and σ is the conductivity of the material. This accumulated
charge (i.e., induced charge) is responsible for modification of
the mesoscopic electric field distribution in the device. Fittingly,
the dependence of the amount of accumulated charge on the
interfacial factors such as dielectric mismatch, interface shape
and size, and anisotropy needs to be realized in order to
estimate the degree of modification of the electrostatics in a
device.
Devices that make use of an organic/inorganic hetero-

junction (OI−HJ) as their charge-separating interface are of
special interest, as they are characterized by high dielectric
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mismatch (ε2/ε1) and a sharp dielectric discontinuity at the
OI−HJ interface,9 with the typical dielectric constant of organic
materials (ε1) being 1.5−4 and that of inorganic nanoparticles
(ε2) ∼10−100.10 These devices include, but are not limited to,
OI photodiodes,11 dye sensitized solar cells (DSSCs),12,13

colloidal quantum dot solar cells and light emitting
devices,14−16 and nanoparticle/organic solar cells.17 Recent
studies on charge dynamics at the OI−HJ in solid-state
DSSCs18,19 and nanoparticle/organic solar cells have attributed
the low efficiency of these devices as compared to fully organic
or inorganic devices to the poor charge separation and charge
extraction efficiency.20−23 Ten Cate et al. assigned the low
mobility of charges near the nanoparticle/organic interface to
the Coulomb force acting on the charges keeping them near the
interface,21 whereas Noone et al. discussed the increased
lifetimes of charge carriers near the interface in context of
increased charge screening by inorganic nanoparticles.22

Although hypothesized to be the reason for modified charge
dynamics near the interface, the extent of the dielectric
mismatch needs to be investigated in detail.
As shown in Figures 1 and 2, the nanoparticle shape

determines the morphology in a device. Recently, variation in
nanoparticle shape was found to influence the local charge
generation, separation, and therefore, the device perform-
ance.24,25 However, the charge carriers interact with the local
shape of the nanoparticle or more specifically the local
curvature of the nanoparticle. This stimulates our study on

the effect of the curvature of the dielectric interface on the
electrostatic interactions between the charges. Additionally, the
direction of the electric field across the interface was found to
affect the charge separation dynamics,26 which leads to our
investigation on the effect of anisotropy on interfacial
electrostatics.
In the context of organic photovoltaics, recent focus is on

increasing the power conversion efficiency by increasing the
dielectric constant of the active layer in organic photo-
voltaics.27,28 This has led to synthesis of new materials having
high dielectric constants29,30 and introduction of high dielectric
constant nanostructured materials in the active layer.31

Therefore, as the dielectric constant of organic semiconductors
is being realized as a central parameter for device performance,
the physics of dielectric interfaces acquires new importance in
trying to study the niceties leading to the device performance.
Dielectric mismatch has been previously studied in optical
analyses of organic heterojunctions using ellipsometry
techniques.32,33 However, at optical frequencies, the mismatch
is greatly reduced due to lowering of the dielectric constants of
the materials at high frequencies. This makes it viable to use an
effective medium approximation (EMA) to describe mixtures of
materials with known dielectric functions.34,35

In this paper, we show that the dielectric mismatch at
interfaces affects the electrostatic interaction between the
charge carriers and could be responsible for modified charge
dynamics in nanostructured devices. For the purpose of
calculations, arbitrary interfaces that are outlined by the
complex morphology are considered to be made up of shapes
that are symmetrical along one (plane) or two (cylinder) or
three (sphere) axes or a combination of them. Charge carriers
close to an interface thus experience electrostatic forces that can
be calculated by summing up contributions from these abstract
shapes making up the real morphology. We consider the case of
dielectric mismatch at the OI−HJ in nanoparticle/organic solar
cells and solid-state DSSCs. In a charge separation scenario
across the interface, we calculate the binding energy of a charge
carrier for variations in the dielectric mismatch (ε2/ε1),
interface curvature, and anisotropy of the organic material.
We show that the variation in the above interfacial factors
results in change in the interaction energies of charges on the
order of a few kT (=25.6 meV, at T = 298 K). Finally, we give
an upper limit for the change in the binding energy for the
variations in the above interfacial factors and issue guidelines
for reduction of the dielectric effect at the end of the paper.
This paper is organized as follows: The theory for calculation

of electrostatic forces in the presence of dielectric interfaces is
described in section 2.1. Section 2.2 introduces two parameters
to quantify the effect of dielectric inhomogeneity on the
external charge distribution in a domain. Results and
discussions are presented in section 3, with the effect of
dielectric mismatch for planar interface calculated in section 3.1
and the effect of interface curvature and anisotropy of organic
material investigated in section 3.2 and section 3.3 respectively.
Conclusions are presented in section 4.

2. THEORY
We work within the continuum electrostatic model used to treat
discrete charges in an inhomogeneous dielectric domain. The
properties of different materials in the system are described in terms
of bulk properties such as the average dielectric constant of the
material.36 Any dielectric boundary in the domain is assumed to be
ideal having zero thickness. The external charges are considered to be

Figure 1. SEM images of surface views of (a) nonsintered and (b)
sintered TiO2 films in dye sensitized solar cells (DSSC).6

Figure 2. TEM images of nanoparticles of different geometry viz. dots,
rods, and tetrapods used in organic−inorganic hybrid solar cells.7
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point charges having unit magnitudes that polarize the surrounding
dielectric.
2.1. Calculation of Electrostatic Forces. In a domain with

spatial variations of dielectric constant, the determination of the
electrostatic forces on real charges involves solving the Poisson
equation:

ε ρ∇· ∇Φ = −r( ( ) ) (1)

with the electrostatic potential Φ, charge distribution ρ and spatially
dependent permittivity ε(r) = ε0εrel(r), where εrel(r) is the relative
permittivity or the dielectric constant of the media. The solution to the
above partial differential equation is subject to requirement of
continuity of the electric potential (Φ) everywhere in the domain
and to a suitable set of boundary conditions.37 The choice of method
used for solving the Poisson equation depends on the complexity of
the problem at hand, which is typically determined by the dielectric
distribution in the domain and the boundary conditions.
Many numerical methods exist to solve these partial differential

equations, such as finite difference, finite element, or boundary
element methods.38 Among the widely popular finite difference
methods, systems with sharp dielectric interfaces or discontinuous ε(r)
can be solved with increasing accuracy by the ghost fluid method
(GFM),39,40 the immersed interface method (IIM),41 and the matched
interface boundary (MIB) method.42,43 Recent generalizations of MIB
also take into account the arbitrary nature of interfaces including any
geometric singularities.44 See refs 38−44 for details.
Direct methods involve solving the Poisson equation in terms of the

Green’s function that satisfies ΔG(r − r′) = −δ(r − r′), subject to the
boundary conditions. These methods can be applied to systems with
interfaces between different media having otherwise constant dielectric
properties. The familiar image charge method can be used to account
for the effect of planar interfaces between different isotropic media.
The electrostatics in the presence of arbitrary shaped interfaces can be
calculated via the induced charge computation (ICC*) method which
self-consistently calculates the induced charges on the interface and is a
boundary element method.45

Here, we briefly describe the image charge and the ICC* methods
that are essential for our calculations to estimate the electrostatic
interactions in systems having dielectric interfaces such as nano-
structured hybrid organic/inorganic devices.
Image Charge. The physically intuitive solution for the Green’s

function for a system involving a point charge q in a dielectric medium
(ε = ε1) and placed at a distance x = a from an interface with a metal
(ε = ∞) involves replacing the metal with a virtual charge −q at
distance x = −a from the interface on the other side,37 as shown in
Figure 3a.
However, the method of image charges is not limited to infinite

mismatch as in the case of a metal−dielectric interface. If the metal is
replaced by a finite dielectric (ε = ε2), the system can be solved by
taking into account the boundary conditions at the interface. The
boundary condition at the interface requires the normal component of
the electric flux density (D) to be continuous across the dielectric
interface B. In other words:

=D D1n 2n (2)

ε ε=E E1 1n 2 2n (3)

Equation 3 follows from eq 2 because the electric flux density is
related to the electric field strength (E) by D = εE assuming isotropic
media.37

As shown in Figure 3b, the equivalent system to calculate the
electrostatic contribution due of polarization of the two media involves
considering two fictitious charges, where the first charge q′ is placed at
x = −a from the interface and the second charge q″ at x = a from the
interface.37 The magnitudes of the image charges are given by

ε ε ε ε′ = − +q q( )/( )1 2 1 2 (4)

ε ε ε″ = +q q2 /( )1 1 2 (5)

The electrostatic potential and the electric field is then calculated in
a uniform dielectric medium ε = ε1 and replacing medium ε = ε2 with
image charges q′ and q″.

Induced Charge Computation (ICC*). This boundary element
method involves replacing the inhomogeneity in the system by an
equivalent uniform dielectric with appropriate surface charges σ at the
interface where the dielectric constant has a discontinuity. The surface
charge can be calculated from the relation:45

σ ε− · =E E n( ) /1 2 1 (6)

where E is the electric field at the interface, n is the outward unit
normal. Equation 6 follows from the discontinuity in the normal
component of E at the dielectric interface, which is replaced by the
surface charge.

As shown in Figure 4, the interface B is divided into N small
elements located at xi and the charge on each element is calculated
iteratively by using the linear relation between E and σ viz. eq 6 until
convergence.

σ = ·f E ni i i (7)

In eq 7, f = (ε1/2π)(ε1 − ε2)/(ε1 + ε2) is the permittivity dependent
factor.45 The electric field Ei is due to all charges (external and
induced) but the one induced at location xi. The electrostatic potential
in the system is then calculated by summing up Coulomb potentials
due to both, the external charges as well as the surface induced charge
σ in a domain with homogeneous permittivity ε1.

Although the image charge method can be applied to problems
limited to simple geometric interfaces, the induced charge
computation method can be applied to systems where interfaces are
arbitrary in number, shape, and have large dielectric mismatch.
Therefore, the ICC* method is most suited for our calculations.

2.2. Characterization. To quantify the effect due to dielectric
inhomogeneity in the domain, we introduce two parameters that
denote the contribution of the dielectric interface to the electrostatic
energy of external charges and the electrostatic force experienced by

Figure 3. Solution to the Poisson equation with a point charge placed
at a distance x = a from (a) a metal−dielectric interface and (b) a
dielectric−dielectric interface. The lines drawn in the figures are the
electric field lines originating from the actual charge.
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them. Consider a system with qi (i = 1, 2, ... N) external charges and a
dielectric boundary B. The induced surface charge density on B due to
polarization is σ.
Dielectric Binding Energy (BEdiel). If the electrostatic potential at

charge qi due to the induced charge σ is Vi
diel, the dielectric binding

energy (or equivalently termed as the dielectric contribution to the
binding energy) of qi is

= q VBEi i i
diel diel

(8)

And the relative dielectric contribution to the interaction energy
between external charges qi and qj is

= −q q V VBE ( )ij i j i j
diel diel diel

(9)

Dielectric Electric Field (Ediel). The electric field at the location of
external charge qi due to induced surface charge σ is the dielectric
electric field Ei

diel. Although BEdiel solely is able to quantify the effect of
dielectric inhomogeneity on external charges, we find that in cases
where anisotropy exists, Ediel is a more useful parameter.
For example, if a charge is kept near a dielectric interface, the BEdiel

denotes the energy required to move the charge away from the
interface to infinity (at zero potential). Similarly, Ediel denotes the
electric field force experienced by the charge due to the dielectric
boundary.

3. RESULTS AND DISCUSSION
In our calculations, we consider the case of dielectric mismatch
at the OI−HJ in nanoparticle/organic solar cells and solid-state
DSSCs that make use of photoactive inorganic nanoparticles
like PbS,21 CdSe,17 TiO2,

12 and organic materials like P3HT,21

PCBM,21 and Spiro-OMeTAD.13 In these devices, light
absorption by a nanoparticle results in a photoexcited charge
pair of electron and hole that is separated across the
nanoparticle/organic interface.46 We consider the situation in
which the electron is localized on the nanoparticle and the hole
in the organic semiconductor. Because the mobility of the
electron in the nanoparticle is high as compared to the mobility
of hole in the hole transport material,47 we consider the charge
separation scenario where the electron quickly moves away
from the nanoparticle/organic interface20 and the hole
experiences full electrostatic effects from the induced charges
due to polarization.
The organic material is assumed to uniformly wet the

nanoparticle in space and the interface is defined by a sudden
jump in dielectric constant from the organic material with a
bulk relative permittivity of ε1 = 3 to the inorganic nanoparticle
with bulk relative permittivity range ε2 = 10−100. For
estimating the effect of the change in dielectric mismatch

(ε2/ε1) on the binding energy of the hole, the dielectric
constant organic material is kept constant at ε1 = 3 and that of
the inorganic nanoparticle (ε2) is varied in a suitable range.
The bulk dielectric constant underestimates the electrostatic

interaction for very small distances. A distance dependent
dielectric constant function ε(r) can be introduced48

ε ε ε= − − + + −⎜ ⎟
⎛
⎝

⎞
⎠r sr s r( ) ( 1) 1

1
2

e sr
s s

2 2

(10)

where the parameter s is the inverse screening length and is set
at 3 nm−1 for disordered organic semiconductors.49 Thus, for
distances below 1 nm, the bulk dielectric constant is not
capable of describing the polarization effects. Then a dielectric
gradient can be said to exist between r = 0 and r = 1 nm.
Incorporation of dielectric gradient in currently outside the
scope of our analysis. We henceforth focus on distances above 1
nm for the charge from the interface.

3.1. Planar Dielectric Interface. The electrostatic force
experienced by a charge in dielectric medium (ε = ε1) placed at
a distance x = a from a planar dielectric interface formed with
another dielectric medium (ε = ε2) is calculated by the image
charge method explained in section 2.1. The magnitude and
sign of the image charges q′ and q″ as shown in Figure 3b
depend on the ratio ε2/ε1. The electric field at the location of
the original charge is due to the image charge q′ = (ε1 − ε2)/(ε1
+ ε2)q at x = −a and is given by

ε ε
ε ε πε ε

=
−
+

⎛
⎝⎜

⎞
⎠⎟

q
a

E
4 (2 )

1 2

1 2 0 1
2

(11)

where ε0 is the vacuum permittivity. From eq 11, it is evident
that if ε1 < ε2, the electric field experienced by the original
charge is attractive in nature, irrespective of its sign. In essence,
a charge near a high dielectric object has a natural tendency to
drift toward the interface. This Coulomb attraction clarifies the
literature suggested premises of trapping of charge carriers near
the interfaces in devices.22,50 Similarly, a charge in a dielectric
medium close to an interface with air (ε = 1) would experience
a repulsive force irrespective of its sign. The charge would thus
have a propensity to move away from the surface (dielectric−air
interface) and stay in the bulk of the dielectric medium.
The dielectric binding energy BEdiel then represents the

energy required to unpin or move the charge to infinity. The
scale of this required energy can be seen in Figure 5, which
shows the variation in binding energy with dielectric mismatch
(ε2/ε1) for a charge placed at a distance of x = 1 to x = 5 nm
from the dielectric interface.
In short, high dielectric mismatch is unfavorable for efficient

separation of charges from the interface. The mismatch results
in an external energy requisite upward of several kT in order for
the pinned charges to separate from the interface. This energy
is generally provided by the external electric field set by the
difference in the work function of the contacts or the energy
offset in the LUMO−LUMO energy levels of the materials
forming the interface. If the requirement of this external energy
were to decrease, higher open circuit voltages (VOC) can be
realized by tuning the LUMO levels of the materials.51,52

3.2. Effect of Interface Curvature. Here, we consider the
dielectric mismatch across the nanoparticle/organic interface
and calculate the effect of nanoparticle curvature on the binding
energy of a hole (+e) in the organic material near the interface.
As shown in Figure 6a−c, the hole is located on the x-axis at

a distance x nm from the interface. The three-dimensional local

Figure 4. Discretization of the interface between two regions of
permittivity ε1 and ε2 into small elements. The induced surface charge
is calculated on each element from eq 7.
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interface curvature is denoted by RX, RY, and RZ in x, y, and z
directions, respectively. The curvature is varied from spherical
(RX = RY = RZ = 1/5 nm−1) to cylindrical (RX = RZ = 1/5 nm−1,
RY = 0) to planar (RX = RY = RZ = 0). The typical values of the
nanoparticle interface curvature considered are taken from the
literature.22 The dielectric contribution to the binding energy of
the hole is calculated for all three interfaces and the comparison
is shown in Figure 7.
As is evident from Figure 7, the binding energy of the hole

near a planar interface is higher than in the case of cylindrical
and spherical interface. The increase in the binding energy of
hole in going from a spherical to a planar interface can be
attributed to increase in the magnitude of induced charge on
the interface. From eq 5, the magnitude of the induced charge
depends on the strength of the electric field and the angle (θ)
between the surface normal of the induced charge area on the
interface and the direction of the electric field.

σ θ= f E n cosi i i (12)

The product Eicos θ increases with dimensionality from
spherical to cylindrical to planar, leading to increase in the
magnitude of the induced charge. This increased induced
charge is responsible for the higher binding energy of the hole.
The spherical and cylindrical curvature described above can

be said be convex in nature. Following the trend shown in
Figure 7, the binding energy for a concave interface (RX = RY =
RZ = −1/5 nm−1) will be higher as compared to the convex
interface. Figure 8 shows the comparison between the binding
energy of the hole for a convex spherical, a planar and a
concave spherical interface. Clearly, concave interfaces lead to
stronger binding of charges at interfaces as compared to convex
interfaces.
From the magnitude of the binding energies in Figure 7, it is

evident that the hole experiences strong attraction from the
induced charge on the interface. This is in conjunction with
conclusions made from recent experimental findings20−22 that
showed decreased charge mobility and increased carrier
lifetimes near the nanoparticle/organic interface. The presence
of high dielectric mismatch in hybrid solar cells as compared
with fully organic or inorganic solar cells could be one of the
reasons for their poor power efficiency.

It is noteworthy that the change in the interface curvature
(defined by the local shape and size) affects the binding energy
of the hole by order of kT. Hence, the assumption of a planar
interface for estimation of electrostatic forces would be a
limitation for systems involving arbitrary dielectric interfaces.
The effect of the interfaces described by the complex
morphology can then can be calculated by accounting the

Figure 5. Plot of variation of binding energy (BEdiel in units of meV)
with dielectric mismatch (ε2/ε1). The five different plots represent
different distance between the hole and the dielectric interface.

Figure 6. Schematic of different interface curvatures (a) spherical, (b)
cylindrical, and (c) planar and their orientation with respect to the
position of the hole (+e) on the x-axis.
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electrostatic contributions from these abstract shapes making
up the morphology.
3.3. Effect of Dielectric Anisotropy. In organic materials,

the anisotropic nature of the polar molecules and their packing
determines the spatial dependency of the dielectric constant on
the mesoscopic scale. Anisotropic dielectric materials show
directionally dependent polarizability and hence influence
external charges present in the materials differently in different
directions. With charge separation across the nanoparticle/
organic interface sensitive to the direction of the electric field,26

we are curious to determine the effect of dielectric mismatch at
an interface present between an anisotropic organic material
and an isotopic inorganic material.
We consider a planar interface at x = 0 between the isotropic

inorganic material (x < 0) and anisotropic organic material (x >
0) with a hole placed on the x-axis in the organic material close
to the interface. The isotropic dielectric constant of the

inorganic material is ε2 = 100, whereas the anisotropic dielectric
constant of the organic material is expressed as a tensor:

ε

ε

ε

ε

ε ε ε= ∼

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟

0 0

0 0

0 0

{ , , }

x

y

z

x y z1

(13)

where εx, εy, and εz are dielectric constants in x, y, and z
directions, respectively. The estimation of induced charge on
the interface involves solving eq 7 iteratively with the product
f* Ei calculated independently in x, y, and z directions.

σ = + + ·f f fE E E n( ( ) ( ) ( ) )i x i x y i y z i z i (14)

where

ε
π

ε ε
ε ε

=
−
−

⎛
⎝⎜

⎞
⎠⎟f

2x
x x

x

1 1 2

1 2 (15)

ε

π

ε ε

ε ε
=

−
−

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟f

2y
y y

y

1 1 2

1 2 (16)

ε
π

ε ε
ε ε

=
−
−

⎛
⎝⎜

⎞
⎠⎟f

2z
z z

z

1 1 2

1 2 (17)

The electrostatic potential and electric field in the domain is
calculated by summing up contributions from the hole and the
induced charges on the interface. Figure 9 shows the
comparison of the binding energy (BEdiel) of the hole and
the electric field (Ediel) at the hole position with distance for
cases: (1) isotropic ε1 = {3,3,3}, (2) anisotropic in x direction
ε1 = {1,3,3}, and (3) anisotropic in y direction ε1 = {3,1,3} (the
interface is symmetric in y and z directions).
From Figure 9a, the change in binding energy in going from

the isotropic case to the anisotropic case in the x direction is
more than the change in binding energy in going from the
isotropic case to the anisotropic case in the y (or z) direction.
The direction dependent effect of anisotropy on the binding
energy of the hole can be explored by considering the electric
field at the location of the hole. From Figure 9b, anisotropy in
the y direction results in no change in the magnitude of the
electric field, whereas anisotropy in the x direction leads to
lowering of the electric field experienced by the hole. This is
due to modification in the amount of induced charge on the
interface in case 2 viz. when anisotropy exists in the x direction
(principal axis). Hence, although the effective dielectric
constant of the organic medium in case 2 and 3 is identical,
the increase of the surface induced charge in case 2 results in
increased BEdiel. Whereas, the electric field being a vector and
its components being independently proportional to the
dielectric constant in component directions results in its same
magnitude for cases 1 and 3.
Anisotropy in the principal axis of other symmetric nature of

interfaces (spherical, cylindrical, etc.) would result in a similar
effect on the binding energy of the hole placed close to the
interface. Thus, the effect of anisotropy in materials forming an
interface with another material depends on the anisotropic
tensor in three dimensions and the arbitrary nature of the
interface including its shape and size.
These calculations indicate that dielectric mismatch in

organic electronic devices results in binding of charge carriers
at the interface with the energy required for effective charge

Figure 7. Variation of binding energy (BEdiel in units of meV) of the
hole with distance (x in nm) from the nanoparticle/organic interface.
The figure compares BEdiel of hole near a convex spherical (blue), a
convex cylindrical (red), and a planar (green) interface.

Figure 8. Variation of binding energy (BEdiel in units of meV) of the
hole with distance (x in nm) from the nanoparticle/organic interface
for a hole near a convex spherical (blue), a planar (green) and a
concave spherical (magenta) interface. Lines are drawn to guide the
eye.
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separation up to several kT. This is also in conjunction with the
literature where dielectric mismatch leads to pinning of charges
at the interface.50 The Coulomb attraction between the charge
carrier and the induced charge on the interface would restrain
the natural transport away from the interface, which overlaps
with conclusions made from recent experimental findings20−22

that showed decreased charge mobility and increased carrier
lifetimes near the nanoparticle/organic interface. A large
dielectric mismatch should thus be avoided as the binding
energy of the charge carrier is found to increase with increase in
dielectric mismatch. Although incorporation of inorganic
nanostructures offers the possibility for plasmon enhanced
effects and higher absorption in the active layer of a device,53−55

the dielectric mismatch introduced by adding these inorganic
nanostructures could act as an inhibitor for efficient charge
separation in the device. The mismatch can be lowered by
coating the nanoparticle with a low dielectric material,56 which
also leads to passivation of surface states and slowing down of
interfacial charge transfer rate.57 A close inspection of charge
dynamics in such a system is thus required in order to quantify
the effect due to lowering of the dielectric mismatch.
Change in the interface curvature also influences the

Coulomb attraction experienced by the charge carrier with
binding energy affected by order of kT. A charge near a convex

spherical interface can be said to have a lower chance of
recombination as compared to a similar charge near a
cylindrical or planar interface. This follows the conclusions
from recent studies, where variation in nanoparticle shape was
found to influence the charge separation and consequently the
device performance.24,25 Any complex morphology can be
considered to be made up of abstract shapes viz. a sphere, a
cylinder, and a plane. The electrostatic contributions from these
shapes can then be accounted for in order to estimate the
electrostatic forces due to the interfaces resulting from the
actual morphology.
It is also noteworthy that anisotropy along the principal axis

of the interface results in a change in the binding energy of the
charge by several kT as compared to the isotropic case. The
electric field, particularly, is found to be critically affected by
anisotropy due to change in the amount of induced charge on
the interface.

4. CONCLUSIONS

In conclusion, we computed the electrostatic interactions
between external charges in the presence of dielectric interfaces
and demonstrated the importance of taking the dielectric
mismatch into consideration in the context of organic
electronic devices. We showed that high dielectric mismatch
is responsible for binding of the charge carrier near the interface
with energies above several kT. Dielectric mismatch is
unfavorable for efficient separation of charge and should be
avoided in the active layer of a device. Consideration of the
large dielectric mismatch, which is typical of hybrid organic/
inorganic devices, can help to understand the low mobility of
charge carriers near the interface and also explain the high
charge recombination at interfaces observed in the literature.
For the variation in interface shape and size (both defined by
the morphology), we showed that assumption of the planar
interface overestimates the attractive potential. The change in
the interface curvature (defined by the local shape and size) was
found to affect the binding energy of the charge carrier by order
of kT. The electrostatic forces in any complex morphology can
be estimated by accounting for the contributions from the
abstract shapes of interfaces viz. a sphere, a cylinder, and a
plane that outline the real morphology. Optimization of
morphology to avoid planar or concave interfaces would
lower the binding of charge carriers at the interface. In the case
of anisotropy in the organic material, we showed that it
critically affects the electrostatic force along the principal axis
and results in change in the binding energy of the charge by
more than 5 kT. The contribution of anisotropy in charge
dynamics is therefore not to be neglected.
The values stated above can be considered as upper limits to

the change in the binding energy for the variations in the
interfacial factors. For device optimization, following guidelines
should be taken into consideration: (1) avoid large dielectric
mismatch in the active layer by suitable choice of materials, (2)
avoid planar and concave interfaces by optimization of
morphology, and (3) ensure isotropic surrounding near
interfaces by controlled processing and fabrication techniques.
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Clifford, J. N.; Haque, S. A.; Durrant, J. R.; Garcia-Belmonte, G.;
Bisquert, J. The Origin of Slow Electron Recombination Processes in
Dye-Sensitized Solar Cells with Alumina Barrier Coatings. J. Appl.
Phys. 2004, 96, 6903.

ACS Applied Materials & Interfaces Research Article

DOI: 10.1021/acsami.5b01606
ACS Appl. Mater. Interfaces 2015, 7, 11881−11889

11889

http://dx.doi.org/10.1021/acsami.5b01606

